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Abstract. We investigated the spatial synchrony of outbreaks of the spruce budworm, Choristoneura fumiferana, over much of its outbreak range in eastern North America during the period 1945–1988. Spatial synchrony decreased with distance between local populations and approached zero near 2000 km. Investigation of the synchrony of local population time series with cluster analysis revealed a pattern of geographically distinct blocks of clusters oriented along an east–west axis. Spatial synchrony also was identified in monthly temperature and precipitation time series at 18 weather stations over the same time period and geographical range as the spruce budworm outbreaks. Cross correlations decreased linearly with distance between stations and approached zero near 3000 km and 1800 km, respectively. We developed a spatially explicit lattice model for a single species occupying multiple patches. Within patches, the model had first order logistic dynamics, and patches were linked by dispersal that depended upon their separation distances. Both local and regional stochasticity (i.e., a Moran effect) were present. The modeled lattice had the same spatial configuration as the outbreak region to facilitate investigating the relative effects of a Moran effect and dispersal on spatial synchrony. Simulations with and without a simple region-wide Moran effect and three levels of dispersal did not produce the decrease in spatial synchrony with distance observed with spruce budworm time series. However, when run at the highest dispersal rate, those simulations produced cluster maps similar to that observed for spruce budworm defoliation. Simulations with a spatially autocorrelated disturbance that had either zero or high local variability and three levels of dispersal produced decreases in spatial synchrony with distance similar to that observed in the historical data. When run at the highest dispersal rate, simulations yielded cluster maps similar to the cluster map for defoliation. We discuss the potential significance of the spatially autocorrelated disturbance factor in understanding regional insect outbreaks. We also consider the plausibility of dispersal rates used in our simulations. We suggest in conclusion that spruce budworm outbreaks were synchronized by a combination of a spatially autocorrelated Moran effect and a high dispersal rate.
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INTRODUCTION

Recent studies have reported spatial synchrony over a wide range of animal taxa, including moths and butterflies (Thomas 1991, Hanski and Woiwod 1993, Sutcliffe et al. 1996), aphids (Hanski and Woiwod 1993), birds (Ranta et al. 1995b, Lindström et al. 1996), and various other vertebrate groups (Ranta et al. 1995a, Ranta et al. 1997b, Grenfell et al. 1998). Spatial scales for investigating synchrony have ranged from meters to kilometers (Thomas 1991, Sutcliffe et al. 1996) to hundreds of kilometers (Hanski and Woiwod 1993, Ranta et al. 1995b) and even to thousands of kilometers (Pollard et al. 1993, Hawkins and Holyoak 1998). Several mechanisms have been proposed to explain spatial synchrony: regional stochasticity (Pollard 1991, Hanski and Woiwod 1993, Ranta et al. 1997a), dispersal (Hanski and Woiwod 1993, Ranta et al. 1995a), spatially density dependent predation (Ydenberg 1987), and infection by mobile viruses that persist for long periods outside their hosts (Shepherd et al. 1988, Myers 1993). We consider the first two mechanisms to be the most general and pursue them here.

Regional stochasticity is perhaps best exemplified by the “Moran effect” (Moran 1953a, b, Royama 1992). Moran proposed that local populations of a widespread species that oscillated as a result of stochastic perturbations acting on intrinsic density dependent processes might be synchronized regionally by the influence of a common extrinsic disturbance. In an investigation of the Canadian lynx cycle, Moran (1953b) observed that lynx populations oscillated as the result of a process that could “plausibly be assumed to be due to the intrinsic biological system.” However, he continued, “this does not explain why the oscillations are so clear-
ly and strongly synchronized over the whole of Canada. We therefore inquire whether meteorological phenomena, for which we would expect a considerable degree of correlation over the whole area, could so influence the population densities as to synchronize the cycles.’’ The Moran effect has been identified recently to be an important factor in the outbreak synchrony of forest insect populations (Williams and Liebhold 1995, Myers 1998). Dispersal serves to link subpopulations directly through exchange of individuals and leads to spatial synchrony through the smoothing of the variability of local populations (Barbour 1990).

Spatial synchrony has been considered within the context of metapopulation biology recently in part because of its negative implications for conservation ecology. Populations of rare or endangered species that are synchronized regionally are at risk of simultaneous local extinctions that may result in global extinction (Thomas and Hanski 1997). Spatial synchrony is also significant to the management of forest insects, but for the opposite reason. Many species of phytophagous forest insects undergo synchronous population cycles in which outbreaks occur simultaneously over large regions and the spatial extent of damage may have devastating consequences (Myers 1988).

One of the most destructive forest defoliators in North America is the spruce budworm, *Choristoneura fumiferana* (Clemens), a univoltine tortricid moth that feeds on true firs and spruces (Blais 1985, Mattson et al. 1988). The defoliator undergoes population oscillations of 30–35 years, which typically include 5–10 years at high outbreak levels. Numerous hypotheses have been proposed for these population dynamics, including synchrony with the pulsed development of even-aged stands of hosts (Blais 1985); regulation by a suite of specialist parasitoids (Royama 1992) or by an ubiquitous pathogen (Régnière and Lysyk 1995); release from control by periods of weather favorable for population growth and survival, commonly known as the “theory of climatic release” (Wellington et al. 1950, Greenbank 1956, Swetnam and Lynch 1993); and the existence of double population equilibria at high and low densities (Clark et al. 1979). Outbreaks typically occur almost simultaneously over wide areas of eastern North America (Hardy et al. 1986). Two hypotheses have been advanced for the regional outbreak patterns: (1) that outbreak populations first develop in areas with susceptible forest stands and disperse subsequently to other areas, which is known as the “epicenter hypothesis” (Hardy et al. 1983), and (2) that local populations that oscillate as a result of intrinsic density-dependent factors are synchronized by exposure to a common regional disturbance (Royama 1984, 1992). Thus, current theories of spatial synchrony of spruce budworm outbreaks generally contrast the actions of dispersal and the Moran effect.

In this paper, we investigate spatial synchrony at the landscape scale over thousands of kilometers of the natural outbreak range of spruce budworm. We first examine the empirical evidence for synchrony and then explore its possible causes using simulations of a spatially explicit lattice model that is simple in structure but realistic in its parameterization and spatial configuration. The simulations explore the relative roles of dispersal and the Moran effect. We see such use of a simple yet realistic model of spatially structured populations to explain a phenomenon at the landscape level as a first step in building the bridge between population ecology theory and landscape ecology (Wiens 1997).

**Methods**

Our approach to understanding spatial synchrony involved a combination of statistics and population modeling. We first analyzed synchrony in spruce budworm defoliation time series using two spatial techniques: cluster analysis and cross correlation analysis. Cluster analysis of the defoliation time series in individual grid cells (Liebhold and Elkinton 1989) enabled us to create maps comparing the similarity of dynamics across eastern North America. Our use of cross correlation analysis involved plotting cross correlations (at time lag zero) of pairs of subpopulations in individual grid cells against the distance between them. Examination of the trend of this relationship has been used to infer the relative roles of dispersal and regional stochasticity in producing spatial synchrony (Hanski and Woiwod 1993). In order to further our understanding of the processes observed in spruce budworm synchrony, we developed a spatially explicit metapopulation model to simulate dynamics at a large spatial scale. We constructed the model with the specific intent of comparing its output with the defoliation data using our two spatial statistical techniques.

**Map development**

Basic data came from maps of areas defoliated annually by spruce budworm in eastern North America over the period 1945–1988. Maps covered a longitudinal range of 3400 km and a latitudinal range of 1300 km and included the Canadian provinces of Manitoba, Ontario, Quebec, and Newfoundland and the state of Maine (Fig. 1, white areas). Maps from 1945 through 1980 were digitized from paper maps published in Hardy et al. (1986). Maps from 1981 through 1988 were developed by digitizing and compiling defoliation maps obtained from the forestry agencies of individual provinces and states. The annual maps were developed from aerial pest damage surveys and depicted areas with defoliation detectable from the air, which is generally considered to be >30% canopy defoliation (Webb et al. 1961). As a general caveat, the published maps are known to have varied in quality through time as survey techniques improved over the period of the study. In addition, intensity of the surveys varied from area to area and year to year; for example, New Brunswick generally was surveyed more intensively than
northern Ontario (Kettela 1983). Details of the digitization and the development of data layers are provided in Williams and Liebhold (1997).

As another caveat, it must be noted that many state and provincial spray programs were carried out against spruce budworm over the time period of the study. In general, a relatively small percentage of the defoliated area was treated with insecticides each year, however. In Quebec, a mean of 10% of the area defoliated annually was treated during the years 1968–1988 (Lachance 1995), whereas in Ontario, a mean of just 0.3% of the area defoliated annually was treated over the years 1974–1987 (Howse 1995, Howse et al. 1995). Moreover, the efficacy of the treatments in preventing defoliation is not known. Thus, it is unlikely that the spray programs had much impact on the defoliation data used here.

Digitized maps were 761 column by 373 row grids of small unit cells, which represented ground surface areas \( \sim 5 \times 5 \) km in extent. Individual cells were assigned a value of 1 if the corresponding forest area was defoliated and 0 if not defoliated. For analyzing synchrony, unit cells were aggregated to produce larger square cells consisting of 32 \( \times \) 32 unit cells (i.e., 160 \( \times \) 160 km). Defoliation values of the larger cells were simply the sums of the component unit cells, up to a maximum of 1024. When the aggregated annual maps were superimposed in temporal sequence, serial sequences of annual values produced time series of defoliation for individual cells. Time series that contained \(<4\) yr of defoliation values \(>0\) (i.e., \(<9\%\) of the 44 years) were excluded from analyses. Following the general practice for population time series, defoliation values were transformed as \(\ln(n + 1)\) before analysis (Royama 1992).

Weather patterns were analyzed to characterize the strength of regionally correlated factors extrinsic to spruce budworm populations. Weather records were obtained for 18 stations that covered the study region and included monthly average temperature and precipitation for each year over the time period 1945–1988 (Fig. 1). Data came ultimately from the U.S. National Climatic Data Center in Asheville, North Carolina, and were provided by Spangler and Jenne (1990).

Statistical analyses

Variables used for the cluster analysis were the 44 years of defoliation values among the 85 grid cells. Before analysis, variables were standardized to a mean of 0.0 and a standard deviation of 1.0 to avoid the undue influence of years with high defoliation on the cluster algorithm (SAS Institute 1990). Ward’s minimum variance method was used to identify clusters (Ward 1963). At each step of the analysis, all possible pairs of clusters were compared with respect to their error sums of squares and the pair that minimized the increase in that quantity was joined as a single cluster (Everitt 1980). The minimum number of clusters determined was four. A higher resolution map with cells consisting of 8 \(\times\) 8 aggregates of the basic unit cells (i.e., 40 \(\times\) 40 km in size) also was analyzed to investigate possible effects of spatial resolution on patterns of spatial synchrony.

Evaluating the various model scenarios (q.v., Methods: Spatial population model) as explanations of the observed synchrony of spruce budworm defoliation ne-
cessitated comparing cluster maps. Rather than relying on subjective impressions of the similarity of cluster patterns, we used cell by cell correlations of the cluster values as a measure of similarity between maps. We were not interested in absolute values of the clusters, but only in their qualitative geographical patterns. Thus, we considered all 24 permutations of the four cluster numbers for the defoliation map. For each model comparison, we computed the 24 Pearson correlations between the defoliation map permutations and the map of the model scenario. We then selected the highest correlation as the similarity index for that comparison.

The second technique for analyzing spatial synchrony involved the use of a “prewhitening” procedure for the removal of serial correlation prior to the cross correlation analysis (Box and Jenkins 1976). First, the time series were diagnosed for the presence of autoregressive structure and, if present, for its order by examining the partial autocorrelation function (Box and Jenkins 1976). An appropriate model was then estimated for each series. Eleven time series were diagnosed with significant first and second order partial autocorrelations and fitted with the second order autoregressive model, \( X(t) = a_0 + a_1 X(t - 1) + a_2 X(t - 2) \). The remaining 74 series were fitted with the first order autoregressive model, \( X(t) = a_0 + a_1 X(t - 1) \). Residual series were computed for each defoliation series by subtracting the observed values from those predicted by the autoregressive model. Next, cross correlations (i.e., Pearson correlations at lag 0) were computed for all the pairs of residuals series. Finally, the cross correlations of all pairs were plotted against the distances between cells, and linear regressions of the cross correlations on distance were computed. We acknowledge that such regression analyses are not strictly valid statistically because cross correlations are not independent observations. Nevertheless, the analyses likely provided reasonable estimates of slope and intercept values of the relationship, which we used primarily to compare the results of several model simulations and the observations. We were less interested in testing the significance of the regressions, which is known to be affected by the lack of independence (Dennis and Taper 1994).

The techniques of plotting cross correlations against distance and computing linear regressions were also applied to the monthly weather time series. The temperature and precipitation time series were used directly for computing cross correlations, as they had no detectable autoregressive structure and were diagnosed as essentially random series. We did not attempt to estimate the relationship between weather and spruce budworm outbreaks directly. That relationship may be very complex and therefore unlikely to be characterized only from historical outbreak data.

**Spatial population model**

Our model is from a general class known as “spatially explicit metapopulation models.” Following the terminology of Hanski and Simberloff (1997), a metapopulation is “a set of local populations within some larger area, where typically migration from one local population to at least some other patches is possible.” Within the metapopulation context, a spatially explicit model is one “in which migration is distance-dependent, often restricted to the nearest habitat patches . . . ”. Hanski and Simberloff (1997) also refer to a model such as ours, in which the patches are typically identical cells on a regular grid and population size in a patch is a continuous variable, as a “lattice model,” the term that we will use in the remainder of the paper.

We chose a first-order logistic model to describe population dynamics in individual cells:

\[
N_i(t) = \alpha_0 + N_i(t - 1) - \exp[\alpha_1 - \alpha_2 N_i(t - 1)] + \sum_{j=1}^{m} N_j(t) + w_i(t),
\]

where \( N_i(t) \) is the logarithm of population numbers in cell \( i \) at time \( t \), \( N_j(t) \) is the log of numbers dispersing from cell \( j \) to cell \( i \) at time \( t \), and \( w_i(t) \) is the stochastic disturbance in cell \( i \) at time \( t \). This model, minus the immigration term, was modified from Royama (1992: Eq. 5.15). Our modification was to drop the \( N_i(t - 2) \) term because previous analysis of spruce budworm dynamics (D. Williams and A. Liebhold, unpublished manuscript) had not revealed significant second-order effects. We fit the model to the time series of spruce budworm defoliation summed over all of North America and scaled to the individual grid cell level by dividing by 85 (i.e., the number of cells with defoliation).

We used the multivariate secant method (Ralston and Jennrich 1978) as implemented in SAS (SAS Institute 1990) to fit the parameters. The resulting parameters used in all simulations were as follows: \( \alpha_0 = 1.728 \), \( \alpha_1 = 0.363 \), and \( \alpha_2 = -0.046 \). At each iteration of the simulation, the populations, \( N_i(t) \), in all cells were calculated from their previous values, \( N_i(t - 1) \), before any dispersal took place.

The population in each cell was initialized as

\[
N_i(0) = 2 + z_i,
\]

where \( z_i \) is an independent uniform random variable over the range 0 to 1. The model was run for 4000 iterations, and the final 200 iterations were used for analyses.

The dispersal model had populations from each cell dispersing to all the other \( m \) cells in each time interval with rates decreasing exponentially with the distance between cells (Hanski and Woiwod 1993):

\[
N_{ij}(t) = N_j(t) \kappa \exp[-\delta x_{ij}] / \sum_{j=1}^{m} \exp[-\delta x_{ij}],
\]

where \( x_{ij} \) is the distance between cells \( j \) and \( i \), \( \kappa \) is the proportion of population \( N_j \) emigrating at time \( t \), and \( \delta \) is the dispersal rate parameter. Because the relative
dispersal rate was modeled as a negative exponential function, a small value of \( d \) resulted in a long dispersal distance. Following Hanski and Woiwod (1993), we simulated a high dispersal rate scenario with \( k = 0.5 \) and \( d = 0.2 \) and a low dispersal rate scenario with \( k = 0.1 \) and \( d = 2.0 \).

To facilitate qualitative comparisons between real world and model results, the spatially explicit lattice model was laid out like that of the spruce budworm defoliation map (Fig. 2), with 85 cells containing populations distributed over a grid of 23 columns and 11 rows in the same spatial orientation. A line map of eastern North America was laid over the results of cluster analyses of model output to permit comparisons with the defoliation map. In addition, we rescaled the results of other analyses of model scenarios to real world dimensions using 160 km as our basic cell size.

Disturbance models

The stochastic disturbance variable was formulated in several ways to investigate the effects of a purely local disturbance, a region-wide disturbance, and a disturbance with varying degrees of spatial autocorrelation within the region. Purely local and region-wide disturbances were formulated as follows:

\[
w_i(t) = \beta_0 (1 - \beta_1) g(t)
\]

where \( f_i(t) \) is the disturbance in cell \( i \) at time \( t \) and \( g(t) \) is the regional disturbance common to all \( m + 1 \) cells. Values of \( f_i(t) \) and \( g(t) \) were drawn from a normal distribution with a mean of 0.0 and variance of 1.0. The scaling parameter, \( \beta_0 \), was fixed at 0.1, while the parameter, \( \beta_1 \), was set at 1.0 to simulate a purely local disturbance. We set \( \beta_1 \) at 0.5 to simulate the Moran effect, assuming that it would be composed reasonably of half local disturbance and half regional disturbance.

We developed a spatially autocorrelated disturbance term using unconditional sequential Gaussian simulation, a geostatistical technique for simulating maps with specific spatial structure (Deutsch and Journel 1992, Goovaerts 1997). In all we simulated 4000 grids of \( 23 \times 11 \) values of a normally distributed random variable (mean = 0.0, variance = 1.0) with specific autocorrelation structure. Sequential Gaussian simulation uses simple kriging as the basis for determining values assigned to individual grid cells. Simple kriging is a technique from geostatistics that estimates the value of a variable at a specific location as a weighted linear combination of values at nearby locations while minimizing error variance (Isaaks and Srivastava 1989). Simulation of a single grid started with random selection of a cell, which was assigned a value at random from a normal distribution. A second cell was located at random and a mean and variance were assigned by kriging from the estimate at the first cell. The mean and variance were used to form a conditional cumulative distribution function, and the value of the cell was drawn at random from that distribution. Subsequent cells were located on a random path through the grid and assigned values by kriging and conditioning with estimates and variances obtained for all previous cells, and the process ended when all cells were assigned values (Goovaerts 1997).

The basis for weighting in simple kriging is the variogram, \( \gamma(h) \), which for sample data represents the variance between \( M \) pairs of points \( h \) distance units apart:
\[ \gamma(h) = \frac{1}{2M(h)} \sum_{(i,j) : |h| = h} (v_i - v_j)^2 \]

(Isaaks and Srivastava 1989). Because we had no data and were interested only in grids of values of a spatially autocorrelated random variable to serve as model input, we used an exponential function as the model for our variogram:

\[ \gamma(h) = C(1 - \exp[-h/A]) \]

where the parameter \( A \) defines the distance ("range" in geostatistical terms) over which \( \gamma \) approaches its asymptotic value ("sill"), \( C \), which is the maximum variance over the grid of cells (Isaaks and Srivastava 1989, Deutsch and Journel 1992). Ninety-five percent of the maximum variance is reached at a distance of \( 3A \). Variance at zero distance is obviously zero in this formulation. Because we wanted to investigate the effects of local variation in the disturbance term, we incorporated a "nugget effect," \( C_0 \), to produce nonzero variance at short distances, which resulted in the final variogram model:

\[ \gamma(h) = \begin{cases} 0 & \text{if } h = 0 \\ C_0 + C_1(1 - \exp[-h/A]) & \text{if } h > 0 \end{cases} \]

(Isaaks and Srivastava 1989). For use in the lattice model, we simulated two cases of spatially autocorrelated random variables (i.e., 8000 simulations in all) produced by combinations of two values of \( C_0 \), \( C_1 \) equal to 0.5 yielded a strong local disturbance effect, whereas \( C_1 \) equal to 0.0 yielded no local disturbance. We set \( A \) equal to 5 grid cell widths. Thus, the range of the regional spatially autocorrelated disturbance effect was \( \sim 800 \text{ km} \) in real world terms.

**RESULTS**

**Spatial synchrony**

Time series of spruce budworm defoliation across eastern North America generally exhibited two peaks, from \( \sim 1945 \) to 1955 and from \( \sim 1970 \) to 1985, with a trough during most of the 1960s (Fig. 2). However, the basic pattern was variable, with broad peaks nearly coalescing into a continuous outbreak in Maine and New Brunswick and narrow peaks having wide separation in northern and western parts of Ontario and Quebec. Variability was also apparent in the timing of peaks; the beginnings and ends of outbreaks shifted over the geographical range. The basic pattern often broke down toward the margins of the outbreak range, with single peaks only in some northern areas and choppy series of multiple small peaks in Manitoba and Newfoundland.

The cluster analysis detected a distinct geographical pattern among the time series (Fig. 3a). Three clusters lay in discrete blocks along an east–west axis. The remaining cluster (i.e., cluster 1) consisted of groups of cells scattered around the margins of the outbreak range. Cluster 1 apparently included the less distinctly bimodal time series noted at the margins in Fig. 2. The basic pattern was confirmed at the higher resolution of \( 40 \times 40 \text{ km} \) (Fig. 3b). Although the actual cluster numbers were rearranged, the east–west orientation of clusters 2, 3, and 4 was obvious, and cells belonging to cluster 1 were scattered at the margins of the distribution. Thus, spatial scale did not appear to affect the basic patterns of the time series or the clustering procedure.

Overall spatial synchrony was apparent in the cross correlation plot (Fig. 4a). Because the considerable number of points (\( n = 3570 \)) made it difficult to ascertain the exact nature of the relationship, we summarized the cross correlations by computing their means and 95% confidence intervals at 200 km intervals (Fig. 4b). Cross correlations were highest at short distances and decreased steadily at longer ones. A linear regression analysis confirmed the basic pattern, yielding the equation \( y = -0.00008x + 0.175 \). Using the slope and intercept, the \( x \) intercept of the regression equation was calculated as \( 2080 \text{ km} \), which provided a crude estimate of the range of spatial synchrony.

Spatial synchrony was clearly defined in the cross correlation plots for the monthly weather time series. As "best" examples, we have used the November time series (Fig. 5), which had the highest correlations overall. The graphs for the other months were very similar qualitatively to those for November in all cases, however. Cross correlations for the November temperature time series were near 1 at the closest stations and decreased in an approximately linear fashion with distance (Fig. 5a). Cross correlations for the November precipitation time series exhibited a similar pattern, but had lower values overall and a more shallow slope (Fig. 5b). Regression analyses for all months bore out the generally linear patterns (Table 1). The calculated \( x \) intercepts for the temperature equations averaged 3094 km (\( s = 465.5 \)) and ranged from 2456 to 4091 km, whereas the precipitation \( x \) intercepts averaged 1851 km (\( s = 168.6 \)) and ranged from 1517 to 2150 km. Thus, the range of spatial synchrony appeared to be wider for the temperature time series than for the defoliation time series, and narrower for the precipitation time series. Overall the results are consistent with the general observation that precipitation is more variable spatially than temperature (Mearns et al. 1984).

**Lattice model simulations**

Cluster analyses of the simulated time series exhibited a wide range of patterns when the spatially explicit lattice model was run under combinations of three levels of dispersal and two types of stochastic disturbance (Fig. 6). Without dispersal, cells were distributed in an apparently random pattern for both disturbance types (Fig. 6a and b). The maximum Pearson correlations were lowest for these cases, suggesting that the cluster patterns were rather unlike the pattern of the defoliation
series (Table 2). With a low dispersal rate, maps for both disturbance types were dominated by cluster A (Fig. 6c and d), which contained the majority of cells, and had cells of the other clusters scattered primarily around the margins of the distribution. At the high dispersal rate, a distinct pattern emerged: cells were more uniformly distributed among clusters, and, within an area the size and shape of the study area, clusters were arranged along a horizontal (i.e., “east–west”) axis (Fig. 6e and f). The pattern resembled a “target”, with concentric rings of clusters surrounding a central “bull’s-eye”. As such the pattern was similar spatially to the cluster map for the defoliation time series (cf. Fig. 3a). This impression was confirmed by the maximum Pearson correlations (Table 2), which were highest between the cluster patterns for defoliation data and those simulations at the high dispersal rate.

Cross correlation patterns varied considerably depending upon the combination of dispersal parameters and disturbance types, whether a purely local effect or a global Moran effect (Fig. 7). (Note that we will refer to a Moran effect that acts uniformly over the study region as a “global” effect, to distinguish it from the spatially autocorrelated Moran effect that acts at a smaller spatial scale.) Model simulations with the global Moran effect (Fig. 7, closed symbols) had higher cross correlations, as indicated by their intercepts, and generally lower variability than those with a local disturbance (Fig. 7, open symbols; Table 3). Increasing the dispersal rate from low to high resulted in a strong increase in the $r^2$ value for the relationship between spatial synchrony and distance for each disturbance type. The combinations with the high dispersal rate exhibited decreases in slopes of cross correlation with distance (Table 3) as compared with the low dispersal rate. However, those negative slopes were relatively small in magnitude (Fig. 7c) and not nearly as strong as that observed for the defoliation data (cf. Fig. 4b).

The observation that cross correlations of temperature and precipitation variables among weather stations decreased with distance and reached zero well within the bounds of the study region (Table 1) suggested that
a Moran effect might be autocorrelated at a spatial scale somewhat smaller than the entire region. To explore this possibility, we ran a second set of lattice model simulations with the two sets of spatially autocorrelated random variables as disturbance terms and the three dispersal rates used previously. Cluster analysis of the simulations without a “nugget” effect (i.e., with low local variability) and without dispersal exhibited distinct regional blocks without overlap (Fig. 8b). Simulations with a nugget effect and without dispersal clustered less distinctly and displayed more local stochasticity (Fig. 8a). With the addition of dispersal, the cluster patterns became similar to those observed in the first set of simulations (cf. Fig. 8c–f and Fig. 6c–f). Note again that the target-like cluster patterns under the high dispersal rate (Fig. 8e–f) were remarkably similar to that of the defoliation data (Fig. 3a) and that this similarity was confirmed by the maximum Pearson correlations (Table 4), which were highest for these scenarios.

By contrast with the first set of simulations, the second set generally exhibited a strong inverse relationship between cross correlation and distance (Fig. 9),

![Fig. 4. Relationship between the cross correlations of defoliation residuals and distance: (a) original data, (b) means and 95% confidence intervals of cross correlations at 200-km intervals.](image)

![Fig. 5. Relationship between the cross correlations of the annual time series of mean monthly weather variables and distance over the period 1945 through 1988 in eastern North America. Error bars are the 95% confidence intervals for mean cross correlations calculated at 200-km intervals. (a) November temperature, (b) November precipitation.](image)

**TABLE 1.** Regression analyses of the cross correlations of mean monthly temperatures and precipitation in eastern North America during the period 1945–1988 on distance (km) between stations (n = 153).

<table>
<thead>
<tr>
<th>Month</th>
<th>Temperature</th>
<th>Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slope</td>
<td>Intercept</td>
</tr>
<tr>
<td>January</td>
<td>$-0.00035$</td>
<td>0.911</td>
</tr>
<tr>
<td>February</td>
<td>$-0.00023$</td>
<td>0.929</td>
</tr>
<tr>
<td>March</td>
<td>$-0.00029$</td>
<td>0.993</td>
</tr>
<tr>
<td>April</td>
<td>$-0.00028$</td>
<td>0.879</td>
</tr>
<tr>
<td>May</td>
<td>$-0.00032$</td>
<td>0.888</td>
</tr>
<tr>
<td>June</td>
<td>$-0.00033$</td>
<td>0.806</td>
</tr>
<tr>
<td>July</td>
<td>$-0.00030$</td>
<td>0.850</td>
</tr>
<tr>
<td>August</td>
<td>$-0.00028$</td>
<td>0.882</td>
</tr>
<tr>
<td>September</td>
<td>$-0.00035$</td>
<td>0.982</td>
</tr>
<tr>
<td>October</td>
<td>$-0.00031$</td>
<td>0.995</td>
</tr>
<tr>
<td>November</td>
<td>$-0.00030$</td>
<td>0.903</td>
</tr>
<tr>
<td>December</td>
<td>$-0.00026$</td>
<td>0.950</td>
</tr>
</tbody>
</table>
and regression analyses of those variables had generally high $r^2$ values (Table 5). Simulations with a nugget effect of 0.5 (i.e., with high local variability) had lower cross correlations than did those without a nugget effect, as evidenced by their regression intercepts. In addition, distance explained much less of the variation in cross correlations in simulations with a nugget effect than in those without, as seen by comparing sets of $r^2$ values (Table 5). For both disturbance types (Fig. 9), cross correlations increased as the dispersal rate increased. However, the differences between intercepts for the zero and low rate were relatively small in these cases. The $r^2$ values of the regression of cross correlation on distance increased likewise with increases in the dispersal rate. Of all the cases shown, those with a nugget effect of 0.5 (Fig. 9, open symbols) were most similar visually to the plot of the defoliation data (cf. Fig. 4b). In addition, the cases without a nugget effect (Fig. 9, closed symbols) were curiously similar in appearance to the cross correlation plots of November temperature and precipitation data (Fig. 5) because their $y$ intercepts were high and cross correlations decreased rapidly toward zero with increasing distance.

**DISCUSSION**

The spatial synchrony exhibited by spruce budworm was comparable to that reported for other species of Lepidoptera. Although the $y$ intercept of the regression of cross correlation on distance was rather low (0.175), the average of cross correlations at distances up to 200 km was 0.355 (Fig. 4b), which was well within the ranges reported for moth ($\approx 0.3$ by Hanski and Woiwod [1993]) and butterfly (0.11–0.44 by Sutcliffe et al. [1996]) populations over the same geographical range. Cross correlations in defoliation by spruce budworm decreased with distance, dropping nearly to zero by

**TABLE 2.** Maximum Pearson correlations between cluster values for spruce budworm defoliation (Fig. 3a) and lattice model simulations at six combinations of dispersal rate and disturbance type (Fig. 6) ($n = 85$).

<table>
<thead>
<tr>
<th>Dispersal rate</th>
<th>Disturbance type</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>local</td>
<td>0.277</td>
</tr>
<tr>
<td>0</td>
<td>global</td>
<td>0.333</td>
</tr>
<tr>
<td>low</td>
<td>local</td>
<td>0.429</td>
</tr>
<tr>
<td>low</td>
<td>global</td>
<td>0.385</td>
</tr>
<tr>
<td>high</td>
<td>local</td>
<td>0.515</td>
</tr>
<tr>
<td>high</td>
<td>global</td>
<td>0.533</td>
</tr>
</tbody>
</table>

**FIG. 6.** Clusters of time series simulated with a first-order logistic population model under several combinations of dispersal rates and stochastic disturbances: (a) no dispersal and local disturbance, (b) no dispersal and global Moran effect, (c) low dispersal rate and local disturbance, (d) low dispersal rate and global Moran effect, (e) high dispersal rate and local disturbance, (f) high dispersal rate and global Moran effect.
Fig. 7. Relationship between the cross correlations of residuals of population time series and distance for series simulated with a first-order logistic population model under several combinations of dispersal rates and stochastic disturbances. Means and 95% confidence intervals of cross correlations at 200-km intervals are plotted, although the confidence intervals are too narrow to be observed. (a) No dispersal with a local disturbance (open symbol) and a global Moran effect (solid symbol), (b) low dispersal rate with a local disturbance (open symbol), and a global Moran effect (solid symbol), (c) high dispersal rate with a local disturbance (open symbol) and a global Moran effect (solid symbol).

Table 3. Linear regression analyses of cross correlations between pairs of simulated populations and the distances separating them (n = 3570).

<table>
<thead>
<tr>
<th>Dispersal Rate</th>
<th>Disturbance Type</th>
<th>Slope</th>
<th>Intercept</th>
<th>r²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>local</td>
<td>0.000002</td>
<td>-0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>0</td>
<td>global</td>
<td>-0.000001</td>
<td>0.492</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>low</td>
<td>local</td>
<td>-0.000004</td>
<td>0.008</td>
<td>0.002</td>
</tr>
<tr>
<td>low</td>
<td>global</td>
<td>-0.000003</td>
<td>0.544</td>
<td>0.003</td>
</tr>
<tr>
<td>high</td>
<td>local</td>
<td>-0.000027</td>
<td>0.086</td>
<td>0.081</td>
</tr>
<tr>
<td>high</td>
<td>global</td>
<td>-0.000019</td>
<td>0.777</td>
<td>0.182</td>
</tr>
</tbody>
</table>

~2000 km. Studies of other taxa have typically reported a much more rapid decrease with distance, with cross correlations of close to zero at <800 km for moths (Hanski and Woiwod 1993) and <300 km for butterflies (Sutcliffe et al. 1996). In the extreme, individual butterfly species exhibited spatial synchrony at ranges of only a few kilometers (Sutcliffe et al. 1996). This has been attributed to the generally sedentary nature of many butterfly species. By contrast, spruce budworm is a very mobile species and disperses readily (Greenbank et al. 1980).

The results of our first set of lattice model simulations confirmed our expectations based on conceptual models. A global Moran effect generally increased spatial synchrony and reduced its variability as compared with a purely local disturbance. An increasing dispersal rate also increased spatial synchrony. However, the relationship between spatial synchrony and distance between populations did not conform with theoretical expectations or with our observations for spruce budworm (Fig. 4). Ranta et al. (1995a) outlined two alternative expectations for that relationship. If dispersal serves to link local populations and thereby increase their synchrony, spatial synchrony should decline as the distance between populations increases. If, on the other hand, global stochasticity drives synchrony, spatial synchrony should not decline with distance between local populations. Those expectations are certainly reasonable and were borne out by simulations reported by Hanski and Woiwod (1993) and Ranta et al. (1995a). However, despite some significant negative slopes when dispersal was included (Table 3), our simulations did not indicate any strong decrease in spatial synchrony with distance (Fig. 7). One possible explanation was that the levels of variation in the local and global disturbances in our model obscured the more subtle effects of dispersal, a possibility that has been explored theoretically by Haydon and Steen (1997). Another possible explanation was the parameter values used for the population model. We used fitted values, which may not have produced the complex population dynamics necessary to yield such a strong negative effect. Indeed, Hanski and Woiwod (1993) reported a strong decrease of spatial synchrony with distance only in simulations with high dispersal rate and an intrinsic rate of increase in the range that generated chaos. In a similar vein, spatial synchrony is also known to increase in prevalence as the amplitude of population oscillations increases (Barbour 1990).

Alternatively, it is possible that factors other than dispersal may have produced the inverse relationship apparent in Fig. 4. Monthly temperature and precipitation time series exhibited spatial synchrony across eastern North America (Fig. 5, Table 1). Cross correlations decreased strongly with distance and reached zero over a range of 1500–4000 km. Because weather variables have often been implicated as the regional stochasticity driving the Moran effect (Moran 1953b, Williams and Liebhold 1995, Hawkins and Holyoak 1998, Myers 1998), our results suggested that such
regional stochasticity may also be autocorrelated spatially. The large-scale synoptic weather patterns to produce such effects have been demonstrated in the meteorological literature (Walsh et al. 1982). Given this evidence, we incorporated a spatially autocorrelated Moran effect into our second set of simulations. Those simulations produced results broadly similar to results of the first set. That is, spatial synchrony generally increased with a strong Moran effect (i.e., as simulated with a zero nugget effect) and a higher dispersal rate, whereas the variability of spatial synchrony decreased with a strong Moran effect. However, the second set of simulations differed in exhibiting a strong decrease of spatial synchrony with distance in all cases.

The similarity of spatial synchrony patterns between our second set of simulations and spruce budworm defoliation suggests that spatial autocorrelation of environmental stochasticity may cause the pattern of decrease of cross correlations with distance. Thus, we propose that the spatial scale of weather deviation should be an important consideration in future studies of the effects of weather on spatial synchrony of insect outbreaks via the Moran effect. The spatial scale of weather anomalies can be explained by large-scale air movements and other meteorological phenomena (Walsh et al. 1982). The results presented here indicate that the scale of meteorological processes may be important in determining the spatial extent of synchronous insect outbreaks. Although it may be impossible in many cases to identify precisely what weather characteristics are responsible for synchrony, it may be possible to characterize the spatial scale of weather anomalies and relate them to spatial synchrony of insect populations.

Whereas the effect of increasing dispersal rate was...
generally to increase the magnitudes of the cross correlations, varying dispersal rate did not change the basic inverse relationship of spatial synchrony to distance. However, dispersal rate did have a distinct effect in changing the qualitative patterns of outbreak synchrony as revealed through cluster analyses. At the high dispersal rate, cluster maps converged in all cases to the east–west target pattern of clusters (Figs. 6e and f, 8e and f) that we have noted as qualitatively similar to the cluster pattern of the defoliation time series (Fig. 3a). Thus, it may be useful to compare the low and high dispersal rates in more detail. Calculating with the exponential dispersal function (see Methods) and multiplying by the cell width of 160 km, the distance corresponding to 0.5 relative dispersal (i.e., the median) was 55.5 km at the low rate (δ = 2.0) and 555 km at the high rate (δ = 0.2). Although these estimates are admittedly rough, one may ask if they are at least plausible.

Spruce budworm is known to be a strong disperser, particularly from forest stands that have at least light levels of defoliation (Greenbank et al. 1980). After remaining in the host stands in which they emerged for about two days and expending about half of their egg complements, females frequently emigrate in mass flights in which they are carried by wind currents. Mean movement rates are ∼40 km/hr and typical night flights may carry moths hundreds of kilometers (Greenbank et al. 1980). Flight has been documented from New Brunswick to Newfoundland, a distance of ∼450 km (Dobesburger et al. 1983). Thus, dispersal rates used in the spatially explicit model provide plausible ranges of dispersal by spruce budworm moths, and actual dispersal rates probably lie between our high and low parameter values (i.e., 555 km and 55.5 km over a generation, respectively).

In conclusion, spruce budworm outbreaks clearly were synchronized spatially across eastern North America. By comparison with two lines of empirical evidence, patterns of lag zero cross correlations with distance and geographical clustering of defoliation time series, simulations from the spatially explicit lattice model suggested two mechanisms for the observed spatial synchrony. A spatially autocorrelated Moran effect produced the decreasing pattern of cross correlations with distance. A relatively high dispersal rate apparently produced the observed east–west target pattern of clusters. Because of the admittedly qualitative nature of our evidence from cluster analyses, we are unable to mount a strong case for the effects of dispersal without further evidence. Nevertheless, the dynamics of spruce budworm outbreaks in eastern North America appear to be driven by the combined effects of a regional stochastic disturbance and the dispersal behavior of the species, which serve together to entrain its local populations across the region.
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